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Content-based image retrieval has been an active area of research for more than ten years. Gabor schemes
and support vector machine (SVM) method have been proven effective in image representation and clas-
sification. In this paper, we propose a retrieval scheme based on Gabor filters and SVMs for hepatic
computed tomography (CT) images query. In our experiments, a batch of hepatic CT images containing
several types of CT findings are used for the retrieval test. Precision comparison between our scheme and
existing methods is presented.
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Content-based image retrieval (CBIR) has been an active
research topic for many years. The application of CBIR
techniques in medical field has also been proposed for
the use in picture archiving and communications system
(PACS)[1], case databases[2], and in an even more general
sense[3]. In CBIR, texture is the most important infor-
mation which can be used to characterize an image[4].
Up to now, several methods achieving effective feature
extraction have been proposed[5−7]. Among the meth-
ods, Gabor filter[7−11] is widely used, which is mainly
motivated by two factors[5]: primitives of image repre-
sentation in vision have a wavelet form similar to Ga-
bor elementary functions (EFs)[12] and Gabor function
represents a minimum in terms of the spread of uncer-
tainty in space and spatial frequency[13]. Support vector
machine (SVM) method[14−18] is a reliable classification
technique, which is based on statistical learning theory
and has been introduced for solving pattern recognition
problems.

Zhao et al.
[9] proposed a scheme of hepatic computed

tomography (CT) images retrieval using Gabor features.
However, the retrieval by this scheme was only based on
the distance between the query image and the others, and
only part of the Gabor features was used, which induced
unsatisfying performance because different classes of im-
ages mixed together in feature space. In this paper, we
propose a retrieval scheme based on the combination of
Gabor features and SVMs for hepatic CT images query.
All the features were used in our scheme.

For each hepatic CT image, the region of interest (ROI)
is selected manually and the corresponding feature vec-
tors are extracted through the Gabor transform. An im-
age is represented by a 6-feature vector defined by Porat
and Zeevi[12]. Then images are classified with the SVM
method. Finally, we execute the image retrieval based on
the classification. In the experiment, 521 hepatic CT im-
ages are used and a CBIR system for hepatic CT images
is built based on these images and the method we intro-
duced above. The effectiveness of our method is verified
and the comparison between our method and that of Po-
rat and Zeevi is demonstrated.

According to the Gabor approach, an image Φ(x, y)

can be represented as a linear combination of EFs[12]:

Φ(x, y) =
∑

mxnxmyny

amxnxmyny
· fmxnxmyny

(x, y), (1)

where amxnxmyny
is the coefficient of the order

(mx, nx, my, ny), representing the relative weight of the
respective EF in Φ(x, y), fmxnxmyny

is the EF of the or-
der (mx, nx, my, ny),

fmxnxmyny
(x, y) = g(x − mxDx, y − myDy)

× exp(inxWxx + inyWyy), (2)

where Wx · Dx ≤ 2π, Wy · Dy ≤ 2π must be satisfied
and g(·, ·) is a two-dimensional (2D) normalized window
function. The function fmxnxmyny

(x, y) is situated at the
point (x = mxDx, y = myDy) of the Gabor lattice and
has a spatial frequency of (ωx = nxWx, ωy = nyWy).
The constants, Dx, Dy and Wx, Wy, are the basic sam-
pling intervals along the spatial and the spatial-frequency
axes, respectively. When g(·, ·) in Eq. (2) is a Gaussian
window function, the Gabor EFs are not orthogonal and
thus the coefficients {amxnxmyny

} are calculated using
an auxiliary function γ(·, ·) which is biorthogonal in a
certain sense to the window function g(·, ·):

amxnxmyny
=

∫∫

φ(x, y) × γ∗(x − mxDx, y − myDy)

× exp(−inxWxx − inyWyy)dxdy. (3)

It should be noted that when g(·, ·) is a square window
function, the functions g(·, ·) and γ(·, ·) are identical[19].

Porat and Zeevi defined six localized features to ana-
lyze the texture of an image. The six features are dom-
inant localized frequency (denoted by F ), variance of
the dominant localized frequency (V F ), dominant ori-
entation (T ), variance of the dominant orientation (V T ),
mean of the localized intensity level (L), and variance of
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the localized intensity level (V L)[19]:

Fmxmy
=
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N−1
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ny=1
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, (4)

V Fmxmy
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∣
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y − Fmxmy

∣
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N2
, (5)

where the number of spectral components (along the fre-
quency coordinates), N , is determined by the sampling
rate of the digitized image.

Tmxmy
=

N−1
∑

nx=1

N−1
∑

ny=1

∣

∣amxnxmyny

∣

∣ θ(nx, ny)
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, (6)

V Tmxmy
=

N−1
∑

nx=1

N−1
∑

ny=1

∣

∣θ(nx, ny) − Tmxmy

∣

∣

N2
, (7)

where θ(nx, ny) is defined as tan[θ(nx, ny)] = (ny/nx)
for nx 6= 0 and tan[θ(nx, ny)] = π/2 for nx = 0.

Lmxmy
=

1

K
Σ

x,y∈A(mx,my)
I(x, y), (8)

V Lmxmy
=

1

K
Σ

x,y∈A(mx,my)

∣

∣I(x, y) − Lmxmy

∣

∣ , (9)

where A(mx, my) is the set of K pixels belonging to the
area defined by the window function centered according
to mx, my, and I(x, y) is the intensity function.

In SVM method, the data are mapped into a higher di-
mensional input space, and an optimal separating hyper-
plane is constructed in this space. This basically involves
solving a quadratic programming problem. Kernel func-
tions and parameters are such chosen that a bound on the
Vapnik-Chervonenkis (VC) dimension is minimized. Be-
sides the linear case, SVMs based on polynomials, splines,
radial basis function networks, and multilayer percep-
trons have been successfully applied. Being based on the
structural risk minimization principle and capacity con-
cept with pure combinatorial definitions, the quality and
complexity of the SVM solution do not depend directly
on the dimensionality of the input space[20].

Given a training set of instance-label pairs (x1, y1),

(x2, y2) , · · · , (xn, yn), where xi ∈ Rn, y ∈ {−1, 1}
l
, the

SVMs require the solution of the following optimization
problem:

min
w,b,ξ

1

2
wTw + C

l
∑

i=1

ξi, (10)

subject to

yi

[

wTφ (xi) + b
]

≥ 1 − ξi, (11)

ξi ≥ 0. (12)

Here training vectors xi are mapped into a higher (maybe
infinite) dimensional space by the function Φ. Then
SVM finds a linear separating hyperplane with the max-
imal margin in this higher dimensional space. C > 0 is
the penalty parameter of the error term. Furthermore,

K (xi, xj) = φ (xi)
T φ (xj) is called the kernel function.

Though new kernels are being proposed by researchers,
the following kernels are most commonly used:

linear:

K (xi, xj) = xT
i xj , (13)

polynomial:

K (xi, xj) =
(

γxT
i xj + r

)d
, γ > 0, (14)

radial basis function (RBF):

K (xi, xj) = exp
(

−γ ‖xi − xj‖
2
)

, γ > 0. (15)

In our experiment, we took use of the code from
LIBSVM[21]. We first extracted the Gabor features from
the hepatic CT images used in our experiments. Then
the images were classified using the SVMs. Finally, we
proceeded to execute the image retrieval based on the
classification.

In the experiment, five types of hepatic CT manifesta-
tions were included: the multi-focal nodule (MFN), the
uniformly low attenuation (ULA), the low attenuation
with infiltration (LAI), the lipiodol retention (LR), and
images of normal people (NRM). There were totally 521
CT images employed in the experiment, including 108
MFN, 101 ULA, 102 LAI, 109 NRM, and 101 LR, which
were collected from the Eastern Hepatobiliary Surgery
Hospital of the Second Military Medical University. The
size of the images was 512×512 pixels and the gray level
was stored at 12 bits per pixel. The ROI was designated
manually and the size of ROI was 64×64 pixels, as shown
in Fig. 1.

For each hepatic CT image, the ROI was selected
manually and the corresponding feature vectors were
extracted through the Gabor transform. An image was
represented by a 6-feature vector [F, V F, T, V T, L, V L],
as shown by Eqs. (4)—(9). In experiment, the Porat
and Zeevi’s features scheme was used for the description
of the liver CT images. The parameters involved in the
computation of Gabor filters were: Wx = Wy = 2π/64,
Dx = Dy = 64, nx, ny = 1, · · · , 6, mx = my = 1.

The Gabor features of the CT images using the scheme
described by Porat and Zeevi is demonstrated in Fig. 2.
It should be noted that only a small part of images,
which were randomly selected from the images involved
in the experiment, are depicted in Fig. 2 for clarity.

Fig. 1. (a) Hepatic CT images and (b) corresponding ROIs.
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Fig. 2. Gabor features of the hepatic CT images.

Table 1. Sensitivity and Specificity of SVM
Classifier Based on Gabor Features

MFN ULA LAI LR NRM

Sensitivity 0.9259 0.9505 0.7745 1 0.9633

Specificity 0.9758 0.9738 0.9761 1 0.9782

After the CT images were classified based on the Gabor
features with the SVM, the images were divided into four
parts. We randomly selected one part as testing data and
the other three parts as training data. The sensitivity
and specificity of image classification are listed in Table
1. Sensitivity and specificity are defined as follows:

sensitivity =
positive items classified as positive

all positive items

=
TP

TP + FN
, (16)

specificity =
negative items classified as negative

all negative items

=
TN

FP + TN
, (17)

where TP , TN , FP and FN denote true positive, true
negative, false positive, and false negative, respectively.

After classifying images with the support vector ma-
chines method, we executed the image retrieval based on
the classification. It should be noted that the Euclidean
distance was used for similarity measure and all features
were normalized before the distance was calculated.

The effectiveness of the scheme is described by the av-
erage retrieval precision, which is the mean of the pre-
cision of all the query images within a certain type of
texture. The precision used here is defined as

precision =
number of relevant images retrieved

number of images retrieved
. (18)

The performance of our scheme is demonstrated in
Figs. 3 and 4, where the retrieval performance of Porat
and Zeevi’s (without the classification by SVM) is also
given for comparison.

Fig. 3. Relationship between precision and number of images
retrieved for the classes of MFN and LAI. PZ means the
results of Porat and Zeevi’s scheme; SVM means the results
of SVM scheme.

Fig. 4. Relationship between precision and number of images
retrieved for the classes of LR, ULA, and NRM.

From the results, we find that the classification sensi-
tivity and specificity of our scheme are satisfying except
the class of LAI. The effectiveness of the image retrieval
based on Gabor features with the SVM classifier (our
scheme) is much better than the one without the SVM
classifier. However, the performance of the LAI class is
not as well as that of the other classes.

In this paper, we propose a retrieval scheme based on
Gabor features and SVM method for hepatic CT images
query. Experimental results show that the effectiveness
of the image retrieval based on the Gabor features with
the SVM classifier (our scheme) is much better than the
one without the SVM classifier. However, the perfor-
mance of the LAI image class is not satisfying, which is
mainly because of the LAI’s widely scattering and mix-
ing with other types of images in feature space. So other
features representing the image texture is needed to be
explored.
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